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Data	Science	for	Pa0ern	Discovery	and	
Machine	Learning	Transparency	
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1.	Pa0ern	Discovery	
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mobile	phone	(CDR)	data	



GPS	and	GSM	data	

GPS	
•  1 month in Tuscany 
•  ≈10 million car travels 
•  ≈ 200,000 vehicles  
 
 
 

GSM	
•  1 month in Tuscany 
•  ≈ 100 million calls 
•  1 million users  

• Tuscany, Italy 
• We considered the trajectories traveled in Pisa and Florence 
province 
	





Human	mobility	is	a	complex	system	

vehicles	traveling		
between	Florence	and	Pisa	



Candia,  González et al. 

β=1.75±0.15 

Scale-free	distribuGon	of	travel	length	



The	heterogeneity	of	human	mobility	



Radius of Gyration: 

CharacterisGc	traveled	distance	



What	is	the	impact	of	recurrent	mobility	on	
total	mobility	of	individuals?	

Recurrent	mobility	



mobile	phone	data	 GPS	tracks	

•  67,000	users	
•  a	big	country	
•  3	months		
	
	

• 	40,000	vehicles	
• 	Tuscany	
• 	1	month		
	
	locaEons	=	census	cells		

	
	



total	vs	recurrent	mobility	

•  total	radius	 recurrent	radius	

the	characterisEc	distance	
traveled	by	individuals	

the	radius	computed	on	the	k	
most	visited	locaEons	
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2-returners 

2-explorers 
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SpaEal	clusters	

2-returner 

2-explorer 
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1)	Clusters	law:		
in	individual	mobility	networks	locaEons	tend	
to	aggregate	in	dense	clusters	

2)	Returners/Explorers	law:		
as	total	rg	increases	the	k	most	frequent	
locaEons	move	far	apart	for	returners,	they	
remain	close	for	explorers.	



EPR	model	of	human	mobility	

•  ExploraGon	

	
•  PreferenGal	
return	

Song,	Koren,	Wang,	Barabasi,	Nature	Physics,	Sept.	2010	

A	theoreGcal	basis	for	agent-based	simulaGon	of	populaGon	dynamics	



Comparing	with	the	EPR	model	



k	=	9	
(k=4	in	GSM)	

k	=	60	
(k=4	in	GSM)	

COMPARING	WITH	THE	EPR	MODEL	



Exploreres	and	Diffusion	

�  The	global	invasion	diffusion	
threshold.		

•  The	bars	show	how	the	
distribuEon	of	the	diffusion	
invasion	threshold		changes	
when	different	proporEons	of	
returners	and	explorers	are	
chosen.		

•  The	red	bar	indicates	the	
distribuEon	where	the	
fracEon	of	explorers	is	40%,	
the	actual	fracEon	of	
explorers	in	real	data.	
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1. 	Returners	and	explorers	are	sharply	separate	
profiles	

2. Explorers	are	crucial	actors	in	the	diffusion	of	
diseases	or	other	spreading	phenomena	

3. Social	Homophily:	returners	preferably	call	
other	returners	(the	same	applies	to	
explorers)	

FINDINGS	



Big	data	push	towards	convergence	

•  Network	science	/	complex	system	science	
– Global	models	of	complex	social	phenomena	
– Behavioral	diversity	in	society	at	large	

•  Data	mining	
– Local	pa0erns	of	complex	social	phenomena	
– Behavioral	similarity	in	sub-populaEons	

•  Convergence	needed	to	achieve	realisEc	and	
accurate	models	for	predicEon	and	simulaGon	





2.	Machine	Learning	
Transparency	
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Big	Data,	Big	Risks	
•  Big data is algorithmic, therefore it cannot be biased! 

And yet…!
•  All traditional evils of social discrimination, and many 

new ones, exhibit themselves in the big data ecosystem!
•  Because of its tremendous power, massive data 

analysis must be used responsibly	
•  Technology alone won’t do: also need policy, user 

involvement and education efforts!
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• By	2018,	50%	of	business	ethics	
violaEons	will	occur	through	
improper	use	of	big	data	analyEcs	

•  [source:	Gartner,	2016]	

AI	and	Big	Data	 34	



The	danger	of	black	boxes	
•  The	COMPAS	score	(CorrecEonal	Offender	Management	Profiling	

for	AlternaEve	SancEons)		
•  A	137-quesEons	quesEonnaire	and	a	predicEve	model	for	“risk	of	

crime	recidivism.”	The	model	is	a	proprietary	secret	of	
Northpointe,	Inc.		

•  The	data	journalists	at	propublica.org	have	shown	that	the	model	
has	a	strong	ethnic	bias	
–  blacks	who	did	not	reoffend	are	classified	as	high	risk	twice	as	much	
as	whites	who	did	not	reoffend	

–  whites	who	did	reoffend	were	classified	as	low	risk	twice	as	much	as	
blacks	who	did	reoffend.	

AI	and	Big	Data	 35	



The	danger	of	black	boxes	
•  The	three	major	US	credit	bureaus,	Experian,	TransUnion,	and	

Equifax,	providing	credit	scoring	for	millions	of	individuals,	are	
o%en	discordant.		

•  In	a	study	of	500,000	records,	29%	of	consumers	received	
credit	scores	that	differ	by	at	least	fi%y	points	between	credit	
bureaus,	a	difference	that	may	mean	tens	of	thousands	
dollars	over	the	life	of	a	mortgage	[CRS+16].		

AI	and	Big	Data	 36	



The	danger	of	black	boxes	

•  An	accurate	but	untrustworthy	classifier	may	result	
from	an	accidental	bias	in	the	training	data.		

•  In	a	task	of	discriminaEng	wolves	from	huskies	in	a	
dataset	of	images,	the	resulEng	deep	learning	model	
is	shown	to	classify	a	wolf	in	a	picture	based	solely	
on	…	

AI	and	Big	Data	 37	



The	danger	of	black	boxes	

•  An	accurate	but	untrustworthy	classifier	may	result	
from	an	accidental	bias	in	the	training	data.		

•  In	a	task	of	discriminaEng	wolves	from	huskies	in	a	
dataset	of	images,	the	resulEng	deep	learning	model	
is	shown	to	classify	a	wolf	in	a	picture	based	solely	
on	…	the	presence	of	snow	in	the	background!	

AI	and	Big	Data	 38	



Deep	learning	is	creaGng	computer	
systems	we	don't	fully	understand	

AI	and	Big	Data	 39	



•  As	we	stated	in	our	2008	SIGKDD	paper	that	started	the	field	
of	discriminaEon-aware	data	mining	[PRT08]:	

•  “learning	from	historical	data	recording	human	decision	
making	may	mean	to	discover	tradiEonal	prejudices	that	are	
endemic	in	reality,	and	to	assign	to	such	pracEces	the	status	
of	general	rules,	maybe	unconsciously,	as	these	rules	can	be	
deeply	hidden	within	the	learned	classifier.”		

AI	and	Big	Data	 40	



Transparent	algorithms	to	build	trust	

•  Systems	that	recommend	
humans	making	a	decision	
should	explain	why	



Right	of	explanaGon		
• Applying	AI	within	many	domains	
requires	transparency	and	responsibility:		

•  health	care	
•  finance	
•  surveillance	
•  autonomous	vehicles	
•  Government	

• EU	General	Data	ProtecEon	RegulaEon	
(April	2016)	establishes	a	right	of	
explanaEon	for	all	individuals	to	obtain	
“meaningful	explanaEons	of	the	logic	
involved”	when	automated	(algorithmic)	
individual	decision-making,	including	
profiling,	takes	place.	 AI	and	Big	Data	 42	



Data	ethics	technologies	

DiscriminaGon	discovery	from	data	
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DiscriminaGon	discovery	

•  Given:	
–  an	historical	database	of	decision	records,	each	describing	
features	of	an	applicant	to	a	benefit		

•  e.g.,	a	credit	request	to	a	bank	and	the	corresponding	on	credit	approval/
denial	

–  some	designated	categories	of	applicants,	such	as	groups	
protected	by	anE-discriminaEon	laws,		

•  find	whether,	and	in	which	circumstances,	there	are	
evidences	of	discriminaEon	of	the	designated	
categories	that	emerge	from	the	data.	

DCUBE:	DiscriminaEon	Discovery	in	
Databases	 45	



How?	Fight	with	the	same	weapons	

•  Idea:	use	data	mining	to	discover	discriminaGon	

–  the	decision	policies	hidden	in	a	database	can	be	
represented	by	decision	rules	and	discovered	by	frequent	
pa0ern	mining	

–  Once	found	all	such	decision	rules,	highlight	all	potenEal	
niches	of	discriminaGon	by	filtering	the	rules	using	a	
measure	that	quanEfies	the	discriminaGon	risk.	

DCUBE:	DiscriminaEon	Discovery	in	
Databases	 46	



German	Credit	dataset	

DCUBE:	DiscriminaEon	Discovery	in	
Databases	 47	



DiscriminaGon	discovery	from	data	

	
•  FOREIGN_WORKER=yes		
&	PURPOSE=new_car	&	HOUSING=own 		
è	CREDIT=bad 		
–  eli%	=	5,19 					supp	=	56							conf	=	0,37 		

eli4	=	5,19	means	that	foreign	workers	have	more	than	
5	Emes	more	probability	of	being	refused	credit	than	
the	average	populaEon	(even	if	they	own	their	house).		
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n  Outcome: 
q  Funded 
q  Not funded 
q  Conditionally funded 

Case	Study:	grant	evaluaGon	

49 



Dataset	a0ributes	
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Features of the PI 

Project costs 

Research Area 

Project Evaluation 



A	potenGally	discriminatory		rule	

•  Antecedent	
–  Project	proposals	in	“Physical	and	AnalyEcal	

Chemical	Sciences”	
–  Young	females	
–  Total	cost	of	1,358,000	Euros	or	above	

•  Possible	interpretaEon	
–  “Peer-reviewers	of	panel	PE4	trusted	young	

females	requiring	high	budgets	less	than	males	
leading	similar	projects”	
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Case	study:	US	Harmonized	Tariff	System	

•  US	Harmonized	Tariff	System	
(HTS)	

•  h@ps://hts.usitc.gov/	
•  Detailed	tariff	classificaEon	

system	for	merchandise	imported	
to	US	

•  Chapter	61,	62,	64,	65:	apparels	
–  Different	taxes	for	same	garments	

separately	produced	for	male	and	
female	

–  DescripEon	is	at	semi-structured	
form	

64.4¢/kg + 18.8%96¢/doz + 1.4% 8.5%Women and 
girls

38.6¢/kg + 10%08.9%Men and boys

Coats Fur felt hatsCotton pajamas 

Different 
taxes for 
same 
apparels for 
men and 
women 

64.4¢/kg + 18.8%96¢/doz + 1.4% 8.5%Women and 
girls

38.6¢/kg + 10%08.9%Men and boys

Coats Fur felt hatsCotton pajamas 

Different 
taxes for 
same 
apparels for 
men and 
women 
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Women: 14% 
Men: 9% 

1.3 billions USD!!! 
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Totes-Isotoner Corp. v. U.S. 
 
Rack Room Shoes Inc. and 
Forever 21 Inc. vs U.S. 
 
Court of International Trade 
 
U.S. Court of Appeals for the Federal 
Circuit (2014) 
	
“[…] the courts may have concluded that 
Congress had no discriminatory intent when 
ruling the HTS, but there is little 
doubt that gender-based tariffs have 
discriminatory impact” 



Sample	rule	from	the	HTS	dataset	

AI	and	Big	Data	 54	



Explaining	human	decision	
making	

L.	Pappalardo,	P.	CinEa,	F.	Giannor,	D.	
Pedreschi,	A.-L.	Barabasi.		

The	human	percepEon	of	performance	
(forthcoming)	
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Soccer Player Ratings!



Soccer Player Ratings!

How	humans	evaluate	
sports	performance?	





Observe,	predict,	explain	
•  Observe	

– Use	sensed	data	to	measure	and	quanEfy	different	
aspects	of	human	performance,	together	with	
associated	score	

•  Predict		
–  Construct	a	predicEve	model	using	machine	learning	
from	data	

•  Explain	
–  Explain	the	obtained	model	to	discover	rules	adopted	
by	the	model	to	score	a	performance,	thus	
reproducing	the	logic	of	the	human	evaluator	

Del%	17	–	19	February	2016		
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Human	evaluaGon	line	
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Social	Mining	&		
Big	Data	AnalyGcs	

	H2020	-	www.sobigdata.eu	
September	2015-	August	2019	

	



Big	Data	for	City	of	CiGzens	

Personal	Mobility,	Social	+	Mobility,	Personal	Sensing	

Exploratory:	



	
	

Big	Data	for	Well	Being	and	Economic	Performance	

DeprivaEon	Index	(in	France)	predicted	with	Mobile	Phone	traces	

Exploratory:	



Big	Data	for	Societal	Debates	

PolarizaEon,	controversy	and	topic		trends	on	societal	debates	through	social	media	

Exploratory:	



Big	Data	for	MigraGon	Studies	

Human	MigraEon	Flows	

Next	Exploratory:	



Ethics	and	
Security	



This	is	the	work	of	many	people	for	a	long	Gme	

•  Fosca	Giannor,	Mirco	Nanni,	Salvo	Rinzivillo,	
Roberto	TrasarE,	Anna	Monreale,	Salvatore	Ruggieri,	
Franco	Turini	

•  all	the	fantasEc	folks	at	KDD	LAB	Pisa	
–  hsp://kdd.isE.cnr.it		

•  Many	internaEonal	collaborators	
•  Thanks	a	lot!	
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Knowledge Discovery  
& Data Mining Lab 
http://kdd.isti.cnr.it  
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Knowledge Discovery  
& Data Mining Lab 
http://kdd.isti.cnr.it  
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